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Disclaimer

This presentation and any accompanying material are being provided solely for information and general illustrative
purposes. The author will not be responsible for the consequences of reliance upon any information contained in or
derived from the presentation or for any omission of information therefrom and hereby excludes all liability for loss
or damage (including, without limitation, direct, indirect, foreseeable, or consequential loss or damage and
including loss or profit and even if advised of the possibility of such damages or if such damages were foreseeable)
that may be incurred or suffered by any person in connection with the presentation, including (without limitation)
for the consequences of reliance upon any results derived therefrom or any error or omission whether negligent or
not. No representation or warranty is made or given by the author that the presentation or any content thereof will
be error free, updated, complete or that inaccuracies, errors or defects will be corrected.

The views are solely that of the author and not of his employer, Quaternion Risk Management GmbH. The
Chatham House rules apply.

The presentation may not be reproduced in whole or part or delivered to any other person without prior permission
of the author.
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Gaussian Distribution

Let d ∈ N, m ∈ Rd and Σ be a symmetric, positive definite d × d
matrix. The d-dimensional multivariate Gaussian distribution has a
joint probability density given by

p(x |m,Σ) =
1

(2π)−d/2
|Σ|−1/2 exp

(
−1

2
(x −m)>Σ(x −m)

)
(1)

We call m the mean and Σ the covariance of the Gaussian
distribution. A short hand notation for x having a Gaussian
distribution with mean m and covariance Σ is

x ∼ N(m,Σ) (2)
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Marginal Distribution

Let the vectors x and y be jointly Gaussian(
x
y

)
∼ N

((
µx
µy

)
,

(
A C
C> B

))
Then, the marginal distribution of x given y is

(3)
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Conditional Distribution

Let the vectors x and y be jointly Gaussian(
x
y

)
∼ N

((
µx
µy

)
,

(
A C
C> B

))
Then, the conditional distribution of x given y is

x |y ∼ N
(
µx − CB−1(y − µy ),A− CB−1C>

)
(4)
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Multi-Gaussian Process I

We say f is a n-dimensional Gaussian process on Rd , denoted by

f ∼MGP(µ, k,Ω)

with vector-valued mean function µ : Rn → Rd and kernel
k : Rd × Rd → R and positive semi-definite parameter covariance
matrix Ω

∫
Rn×n, if the vectorization of any finite collection of

vectors f (x1), . . . , f (xm) has a joint multi-variate Gaussian
distribution,
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Multi-Gaussian Process II

(f (x1), . . . , f (xm))> ∼ N
(
M>,Σ⊗ Ω

)
,

where f (xi ) ∈ Rn is a column vector whose components are the
functions fl(xi )  Σ11Ω . . . Σ1mΩ

...
. . .

...
Σm1Ω . . . ΣmmΩ
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Example

We consider the following model

y = f (x) + ε

Let
y ∼MGP(µ, kε,Ω)

with kε = k + δijσ
2 with σ being the standard deviation of the

noise ε. Then
(f (x1), . . . , f (Xm))>

follows a multivariate Gaussian distribution given by

N (0,KX ,X ⊗ Ω)

where (KX ,X )ij = k(xi , xj).
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Example

(
f
f ∗

)
∼ N

(
0,

(
Kε,X ,X K>X∗,

KX∗,X KX∗X∗
,

)
Ω

)
with Kε,X ,X being the m ×m matrix (Kε,X ,X )ij = kε(xi , xj)
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Marginal Likelihood

The hyperparameters and elements of the covariance matrix Ω are
again found by applying optimization. The negative log marginal
likelihood is given by

L(Y |X ) =
md

2
ln(2π)+

d

2
ln |Kε,X ,X |+

m

2
ln |Ω|+1

2
tr(K−1

ε,X ,XYΩ−1Y>)
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Example

The value of a portfolio is given by a weighted sum of functions on
risk factors

π(x) = w>f (x)

where x are risk factors and w are weights. If we apply
multivariate Gaussian process regression we can use its predictive
distribution with

E = w>M̂

V = w>Σ̂⊗ Ωw

with

M̂ = K>X∗,X (Kε,X ,X )−1Y

Σ̂ = KX∗,X∗ − K>X∗,X (Kε,X ,X )−1KX∗,X
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